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Wave field synthesis is a powerful method of spaiialio rendering that makes use of
the Huygens principle to reproduce physically-aateievavefronts for virtual sources.
Large loudspeaker arrays can be used to synthéb&zgavefront of a virtual source that
exists outside of the listening room. The technilgag traditionally been limited to the
horizontal plane due to the prohibitive cost ofnalaloudspeaker arrays. Multiple line
array wave field synthesis is proposed as an extens linear WFS. This method
extends the virtual source space into the vertitaknsion using a fraction of the number
of loudspeakers required for plane arrays. Thisighéetails the creation of a cross-
platform software environment for wave field syrdisecapable of driving a loudspeaker
array according to the proposed extension, asagdie construction of a modular, low-
cost loudspeaker array that can be adapted tarjipkanar, or multiple line

configurations.
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Chapter 1. Introduction

Since the invention of the phonograph, the goalonind production technology has been
to create the “perfect reproduction of the origisalind.” In 1935, the “acoustic curtain”
was proposed (Snow 1935, 1955) to provide a winkghd@van acoustic scene (Figure
1.1). It was imagined that a curtain of microphoaethe venue could transmit the
performance to a corresponding bank of loudspeakexsemote listening room. At the
time, it was not possible to implement the acoustitain, but the modern invention of

wave field synthesis has brought this idea badKkeo

STAGE
SOURCE

&)
\\\\¥\ \\K\// DIRECT SOUND PULSE

SCREEN OF MICROPHONES

’ |.—————ELECTRICAL CHANNELS
2 | ———VIRTUAL SOURCE

ALo————SCREEN OF LOUDSPEAKERS

INDIVIDUAL POINT-SOURCE
SOUND PULSES

SINGLE RESULTANT
SOUND PULSE

AUDITORIUM

Fig. 2. Ideal stercophonic system. A very large number of very small microphones
and loudspeakers would give a perfect reproduction of the original sound.

Figure 1.1: The original “acoustic curtain” conceffSteinberg and Snow 1934).

1.1 A Brief History of Spatial Audio Reproduction

Steinberg and Snow’s original work inspired by #teustic curtain took place at Bell
Labs in the 1930s. They found good results by ceduthe number of channels to three,
a left, right, and center channel. Snow explaited the result of this three-channel
configuration was fundamentally different becausethree-source configuration does
not create the original source wavefront, but nagiteduces its perceptual effect by the
precedence effect (see Chapter 4). The distintitween a single source wave field and

a stereo wave field was further explained by Aldmniein in 1931. Blumlein showed



that a source could be positioned between two leemleers by amplitude difference
alone. Surround-sound technology was initially coencially driven by the motion
picture industry, just as it is toddyantasiawas the first motion picture to deliver a
stereo soundtrack, in 1939. The rest of the ingiult not catch up until ten years later,
as widespread theater stereo was not in use @%.1Stereo vinyl records as well as FM
stereo radio became available to the public inl®&0s. Disparate multichannel theater
formats evolved in the 1960s and 70s, finally caling in Dolby Digital 5.1,
inaugurated with the 1992 releaseBattman ReturndVlodern extensions to Dolby

Digital and similar technologies like DTS and Sa$DDS specify up to 12 channels.

Outside of the motion picture industry, Keibs amldeos developed ambiophonic
techniques which focused on generating reverberashtambient signals from separate
surround speakers during the early 1960s. Modetrigphonics is loosely defined as a
method of widening the stereo image over two loed&prs by crosstalk cancellation. In
conventional stereo, sound from the left speakaches the right ear, and vice versa.
Crosstalk cancellation is an attempt to removedfiesct and widen the auditory image in
a conventional 60 degree separation setup to 1§@ee. The technique may be
expanded to multichannel setups by using recursivestalk cancellation. (Glasgal and

Miller 2006)

Gerzon, Fellgett, Barton, and others pioneeredlédwelopment of ambisonics during the
1970s. Ambisonics is intended as a general soltti@irectional sound capture and
reproduction, based on extension of Blumlein’sesiphonic principles to an arbitrary
number of speakers. Ambisonics is capable of ramrod a full sphere spatial sound
field, but the sound field is accurate only atliener location. (Rumsey 2001)
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Wave field synthesis made its first appearanceadem literature in the late 1980s with

the work of Dr. A.J. Berkhout at TU Delft (Berkhal@88).

1.2 Focus of the Thesis

| pursued three distinct objectives in my thesseegch:

» Build a low-cost, modular, and rapidly configuraldedspeaker array
» Create an open-source, cross-platform wave fieih®gis software environment

* Enhance wave field synthesis by expansion to tighhdimension

| will leave behind a 48-channel modular loudspeakeay and a cross-platform software
environment for wave field synthesis. Together tbeystitute a flexible experimental

research instrument.

The first objective was motivated out of necessitice there was no existing wave field
synthesis system available at the University ofrilial determined to build a novel and
versatile array of loudspeakers to remain withrttussic engineering technology program
at the University of Miami, and which could be useda number of different
applications not necessarily related to wave fsldthesis. Since this was a major
component of the thesis, it warrants a brief inticicbn, and will be discussed in detail in

Chapter 6.

The speaker array constructed for the thesis asnsid2 modules of 4 loudspeakers
each. The loudspeaker modules are 20" by 5”, wateéloudspeaker spacing, such that
each speaker occupies a 5” by 5” square. The medale be stacked on the short edge

or the long edge, and the individual loudspeakeliswaintain positions on the 5” grid.



The modules were designed to be inexpensive, andast-per-channel, including

amplification, totaled around $22.

Potential research applications of the loudspeakay include acoustic beam steering,
active listening room compensation, active noisgrod, room acoustic simulation, direct
sound reinforcement, ambisonics, and other spatidio reproduction techniques. The
array is well-suited to investigation of listenirgpm compensation and active noise
control because of its ability to cover a largermeter of the sound field. The array could
be augmented with an array of microphones to enahletime sound field control.

Finally, the array is flexible enough to be usedrn@ative performance applications.

Several software environments are currently avislédy wave field synthesis. These
will be reviewed in Chapter 5. However, there isfe@ly available compiled solution for
the Windows operating system. In addition, thered available WFS software

environment that performs 3D source positioningu®e in plane arrays.

1.2.1 Emphasis on Virtual Reality

Spatial audio is frequently discussed in the camésound recording and reproduction,
and in particular, the reproduction of musical mateHowever, this field neglects a

wide range of applications that motivate more pdweeproduction systems, and for
which advanced spatial audio techniques are wékau(\What constitutes a “powerful”
system shall become clear momentarily.) These egins include virtual reality, video
games, military simulation, and so on. A commartdaamong these applications is
user interactivity, which stands in contrast to ¢bacert reproduction scenario — a seated

listener focusing on static sources in a statigGrenment. The psychoacoustic experience



of a concert emphasizes a different set of cuesdhaaining simulation or video game
wherein a participant must intently localize sosndrces in order to succeed. Thus, the

research is motivated to meet a more demandingyeneral perceptual criterion.

As an illustrative example, the “holy grail” of ogdl virtual reality is to build a system
that can completely fool the eyes and the mind préoluce visual stimuli that are
indistinguishable from reality. Whatever form thastem took, it would be capable of an
extreme dynamic range to match the range of ligieinisity found in nature, the purest
color fidelity, a complete panoramic view, a fldirdme rate, and an image resolution to
exceed the capability of the human eye. In addit@dl the interactivity cues available In
real life would be faithfully reproduced by suckystem: binocular vision (a different
image received at each eye), motion parallax (tpeuwent motion of foreground objects
relative to background objects in response to aghan viewpoint) — even the focal
depth cue available from accommodation (the aafanuscles deforming the lens in the
eye). Technology already exists to create a dygplat exceeds the resolving power of
the eye. And while a display that exceeds the dynaamge of the eye seems unlikely, it

is the replication ointeractivecues that presents the most profound challenge.

In the same way, the ultimate acoustic virtualitgalystem will exceed the dynamic
range and frequency response of the human eagdahtionally, provide the relevant
perceptual cues to sustain the illusion of a pfaysicoustic scene. It is encouraging that
the technological state of affairs appears muctebédr the auditory system than for the
visual system: sound systems that exceed thetfiddiynamic range, and frequency
response of the human ear are widespread (Rum®&&y.1%he remaining problems for

acoustic virtual reality, then, lie mostly in theproduction of spatial and interactive cues.
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1.3 Introduction to Wave Field Synthesis

Wave field synthesis is based on the Huygens-Frgsimeiple: a wavefront can be
thought of as a superposition of numerous smalérefronts. Thus a wavefront for a
virtual source can be approximated by overlappiagefronts originating from actual
sources at other positions. In practice, loudspeakays are arranged in a line, plane, or
a circle around the listener. Signals are emittedgathe loudspeaker array at carefully
measured delays to produce the desired composite fr@t shape. In this fashion,
wave field synthesis is a method of spatial audmraduction that is capable of
generating complete virtual acoustic environmerda#id for an extended area, so that the
listener is free to move around in the sound feeld gain psychoacoustic depth cues
from that motion. Sounds can be made to appear laemngawithin or outside the listening
area. The method does not rely on psychoacougpioiex, because it synthesizes a stable

physical wave field.

Wave field synthesis is currently in use at a nundieenues around the world. In
particular, WFS technology is practical in theatditse Fraunhofer spinoff IOSONO has
installed wave field synthesis systems at Disneyliy®rlando, Florida; Bavaria
Filmstadt, Munich; Odysseum Science Adventure Padipgne; at ToddAO mixing
studios in Burbank, California; and at their of8de Los Angeles and Erfurt.

(www.iosono.com)

The original suggestion of wave field synthesis edrom A. J. Berkhout, who made the
original leap from his research in geophysics aisinsology to acoustics. In a 1988
paper titled “A Holographic Approach to Acousticr@@ml,” Berkhout argued that

“acoustic holography, featuring the spatial recardion of direct and reflected wave

6



fields with desired wavefront properties at eachnmant of time,” are the ultimate in
sound control, since “holographically reconstructednd fields cannot be distinguished
from true sound fields.” This holographic approbeltame wave field synthesis and was

elaborated in Berkhout's further work (Berkhout 3R9

Stereo and surround-sound audio systems can bexseseans to approximate the
intended sound field. In the current conventiostefeo and surround sound, importance
is given to frequency response and total harmoistodion of the system. These are the
standard measures of the system that exclude t¢ime response and spatial performance
of the setup. When these perceptually relevaniatributes are included in the
measure of a system’s performance, the advantdgesve field synthesis over stereo

and multichannel surround reproduction become clear

Wave field synthesis is the only audio reproducsgstem that synthesizes a realistic
sound field for an extended area. It producesrsmpsource localization and a larger

listener “sweet-spot” than other systems. (Lope2520

The remainder of the thesis proceeds as followap€n 2 of this thesis provides a
detailed background of WFS theory. Chapter 3 dsesiproblems and limitations of
WES, and Chapter 4 discusses important perceptopégies relevant to WFS. Chapter
5 provides an overview of existing WFS implememtas. Chapter 6 and Chapter 7
describe the novel implementation of a loudspeakey and WFS software
environment. Chapter 8 formally introduces wavéf@ynthesis in the vertical direction
using multiple line arrays. Finally, Chapters 9 dfddiscuss the results of the listening

tests and future directions for research.



Chapter 2. Theoretical Foundation of Wave Field
Synthesis

When deriving the mathematical basis for wave f@idthesis, the objective is to start
with fundamental equations and arrive at the dgviumctions for a loudspeaker array
made up of discrete transducers. The result weeaati will reveal the operation we must
perform on a signal at a given virtual source pasi{the “primary source” position) to
arrive at the signal that should be emitted frowhdaudspeaker (each “secondary
source”) in a given array configuration. The tremhal derivation of wave field synthesis
starts by generalizing the wave field synthesisigde to continuous secondary sources
on an arbitrary 3-dimensional surface, and ends thig¢ driving function for discrete
secondary sources arranged in a line. Figure [2gtriates the derivation as a series of
reductions and approximations to be performed erbtiunding surface that separates the

virtual source from the listener.

,
o

surface  ——> plane —> line ——>  discrete line

KIRCHHOFF-HELMHOLTZ RAYLEIGH 3D RAYLEIGH 2.5D WEFS DRIVING FUNCTION

Figure 2.1: The derivation of WFS driving functiangoduces approximations to sound field reproércin the
transformation from a plane to a line of secondsoyrces, and from continuous to discrete seconsiamyces.

The most general conception of wave field synthesisists of a 3-dimensional wave

medium containing a source, a receiver, and a hgpictl surface (such as a hollow



sphere) that surrounds and encloses the receilier cbnception corresponds to the
definition of the Kirchhoff-Helmholtz integral, elgned as follows. The Kirchhoff-
Helmholtz integral shows that we can calculatesthiend pressure at any listening point
within a source-free region enclosed by the suréacé we know the pressure and
particle velocity for every point oV (a complete description of the state of the sigfa
oV, for our intents). For clarity’s sake, we menmtithat this takes place in a
homogeneous wave medium, such as air. In apptimdélirchhoff-Helmholtz integral,
our goal is to arrive at a general driving functfonpoints along the surfaé® so we
can simulate sources outside the surface for ksgeimside the surface. The Green'’s
function G(-) is simply a place holder for an amdoiy field transfer function. (The field
transfer function could vary depending on whether wanted to simulate a dipole or
monopole, or whether simulating in 2 or 3 dimensjdar example.) How should points
on the surfacéV behave, given that we are to produce a wave freld matching the

wave field produced by the source S?

The Kirchhoff-Helmholtz integral is defined by:

P(X, w) = cjf(G(x |x0,a))ain P(X,,w)— P(xo,a))% G [x, ,w)j ds

WhereP is the pressure at the receiver positipRry is a position on the boundary
surfacen is a normal vector for the surface at poin{pointing inwards);2 P(x,,«) is
the directional gradient in the directionrofThe surface integral adds the contribution

from all points on the surface to arrive at a fisain pressure. This is illustrated in Figure

2.2.



Figure 2.2: Conditions of the Kirchhoff-Helmholtzegral.

The Green'’s functiorG (x | x, ,w) must be supplied. We will start witBsp, which
defines the spatial-temporal transfer function afi@opole source placed %f. In other

words, it tells us what a sensor placed at poskiamuld receive from a sourcexat For

a monopole source in a 3D medium,

;9|

le” ™
ATT [X = X,|

Gy (X[ %, 0) =
In simple terms, this describes how a monopoleupestthe medium that surrounds it.
The observer at positioxreceives the source signal delayed by travel bm9<0| /cand
attenuated proportionally to its distance fromsbarce,x —xg|. The directional gradient
factor £ of G can be interpreted as the transfer function dpald placed axo with its
axis aligned with normal vector. The solution given by the Kirchhoff-Helmholtz
integral is null outside the volumé The integral defines the behavior of both dipoles

and monopoles on the bounda?y” . The dipoles described by the directional gradient
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factor of G suppress the outward traveling wave from the saréal . For the purposes
of wave field synthesis inside the voluiMgwe do not need to suppress the outgoing
wave and we can approximate the solution with aopole surface. This results in the

eguation
P(x, @) = (X5, )Gy (X [ X 0)dS.

The function u(xo, w) is a source strength factor that must be determifieel

appropriate source strength function can genebalglescribed only by considering

special geometries of the secondary source contour.

Since we have removed the positive dipole contigioutrom the inside of volume V, the
pressure inside V no longer matches the wave fi|dduced by the virtual source. We
compensate by multiplying the remaining monopolagonent by 2. If the volum¥é is

so large that the curvature along the boundary &stvsource and receiver approaches
zero — like a plane — the Kirchhoff-Helmholtz intalgdegenerates to the Rayleigh |
integral (that is, the Raleigh | integral is a specase of the Kirchhoff-Helmholtz
integral). It states that a wave field due to sesron one side of a plane can be
reconstructed on the other side by a continuousialision of monopoles on the plane.

The result of this expression is denot&g:

mx_xo‘ie‘lz\x—xo\
AT X=X,

G,p (X[ Xy, m) =
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We have eliminated the dipole contribution of theckhoff-Helmholtz integral, leaving
only monopole secondary sources, and this has dwsetjuences. First, the wave field
outside the secondary source boundary will no lobgezero. The wave field will be
emitted symmetrically from either side of the plafhkis means the secondary source
arrangement must be convex, so that the spuriomgaod traveling waves do not re-enter
the listening area and corrupt the wave field. 8d¢the reproduced wave field will no
longer exactly match the virtual source field, do@ndesired “reflections” from the side
of the secondary source boundary opposite of ttieatisource. These reflections can be

controlled with a loudspeaker selection functioneToudspeaker selection function
a,(x,) for source s and a loudspeaker at posixipean be defined as

1 ,if (X, =% n(x,) >0
0 , otherwise.

a,(X,) :{

The final step of derivation is to transform tlystem into discrete driving functions for
discrete line arrays. The specific driving functiaries by virtual source type (spherical,

plane wave, focused source). The general formentitiving function is given by
D(Xo, &) = S(ew) TH(ew) C(x,) T80

d(Xo, ) = () L) W(Xo) LIO( t=7o(X o))

in the frequency and time domain, respectivelye d@hving function resuld(x,,t) gives
the signal that should be emitted by the loudspeakpositionx, at timet. The signal
emitted by a virtual source is given §y) , and h(t) is a static pre-equalization filter that

compensates for the discrete line array approxanaiihe amplitude factom(x,)
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incorporates the speaker selection functipfX,) (discussed above), the virtual source
distance, and the reference listener distancésdttakes into account the angle of
incidence of the virtual source wavefront at agpasgition x, — wavefronts approaching
the secondary source contour at a shallow angleldthe attenuated.r,(x,) is a time
delay factor, and generally corresponds to timgooind travel from source position

iy [Xo—Xs| . . . . :
to array positionx, ( OC : ) . The driving functions are discussed in detathi& next

section.

2.1 Virtual Source Classification

In WFS theory, virtual sources are classified as@lwaves, spherical sources, or
focused sources. Spherical and focused sourcessnened to be point sources with
omnidirectional directivity characteristics. Thas$ is determined by the location of the
virtual source. They must be distinguished bectiuséoudspeaker driving function is

different for each class. These classes are idltedrin Figure 2.3.
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Figure 2.3: Spherical source, plane wave sourcel, facused source.

2.1.1 Plane Wave Sources
In the case of the plane wave source, the virtmailce is positioned at an infinite
distance beyond the array and the loudspeakedriaen at a linear delay based on the

angle of incidence of the plane wave relative tadlray. If the virtual source plane
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wave is propagating directly perpendicular to ttray there is no delay, and the
loudspeakers are driven with the source signabumify. The plane wave driving

function is given by
Do 250X 00 &) = =28 O 2771Xrer =X g (X N 25 ) €€

O 2.50(X 0 ) = W I(£=229) 1 (1) 08 §)

in the frequency domain and time domain, respelgtii&pors 2009). Note the weighting
factor contains no reference to distance; the pheange virtual source is identified only
by direction. Weighting terms are combinet,, = —2ay, (XO)JMnTWn (Xo)and
fow (t) is the inverse Fourier transform Q/fj_% , which amounts to a 1/8 period delay, +3
dB per octave high-pass filter. This mysterioust& independent of source type, and
must be understood as a consequence of using arfimeto generate a wave field that
can only really be generated by a plane array. isgaty, it is a result of the stationary
phase approximation — approximating the wave fiéldn infinite line source, which has

a frequency-varying far-field response, with a paiource.

Simulating a plane wave with linear WFS geometisesquivalent to beam steering with

a line array:

o . A
Sy =sin| = | = sin?| 2
w3
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whereg, , is the beam direction (corresponding to the dioacof plane wave
propagation)A indicates the wavelength of the signal in thedio® of propagationg,
indicates the wavelength of the signal along tlwesdary source array, arg is the

“sweeping speed” that describes how fast the signgtiifted across the line array.

2.1.2 Spherical Sources

Virtual sources positioned outside the boundarghefloudspeaker array are called
spherical sources. This is the most general termeferring to the source types, as plane

wave sources and focused sources can be thoughtspiecies of spherical waves.

It can be shown that the driving function for spb&rsources is given by

— [ %o —Xs|

JIJSSW( )e

_ (Xo Xs) n(Xo) /
sw25D(X0w)_ Zasw(x) Xs‘ Xref Xo (\/_XO

—Xs

o 250(X o 1) = Wed (1= 220 O () 056 D)
in the frequency and time domain, respectively (S2009).

2.1.3 Focused Sources

A focused source is a virtual source with a locatetween the secondary source array
and the listener, or for circular arrays, a virtsalirce positioned inside the array. The
synthesized wavefront of a focused source begirhyerging on the virtual source
location (the acoustic wave is “focused” on a ppiahd subsequently diverges from that
point. The focused source is, therefore, only vedidistener positions enclosed by a
region marked by lines extending from the edges®farray through the virtual source

position. (Spors 2010) It has been proven thatr@gis is not possible for virtual sources
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that cannot be seen through the “acoustic winddwhe loudspeaker array. (Verheijen

1998). This includes focused sources.

" valid listening area
—>

Figure 2.4: A focused source reproduces a sound fg a virtual source located in front of the dirarray.
The driving function for focused sources is given b

W Yo~ Ys déoxy

D, sp(Xo, W) = -0 oés(w) , 3
27T|C |Xo = X|?

Ay ep(Xo. ) = S(H) IR D DLVSFJ( t+@)
XO _XS 2

in the frequency and time domain, respectively (S2009).
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Chapter 3. Problems in Wave Field Synthesis

Fundamental WFS theory assumes a continuous distnibof secondary sources. In
practice, this cannot be realized. The secondarces are implemented by a limited
number of discrete loudspeakers. This fact gives to these practical limitations of

wave field synthesis.

3.1 Restriction to Horizontal Plane

Wave field synthesis demands many independentlyraited loudspeakers. A line array
may require hundreds of loudspeakers, and a plaag imnplementation might require
thousands. For this reason, the majority of waeld synthesis research has concerned
linear arrays. The restriction to linear arrays ngethat virtual sources can only move
along the horizontal plane defined by the listemiedrs and the loudspeaker array. Again,
this is not a fundamental limitation of wave figghthesis, but a practical barrier in most
implementations. However, there may be economiatigois to this problem that have

not been explored.

In Chapter 8, | propose a solution to the horizioplne problem. Multiple line arrays
stacked at wide vertical intervals could be useextend the virtual source space in the

vertical direction without the drawbacks of implartiag a complete plane array.

3.2 Amplitude Error

Most conventional wave field synthesis arrays arpk line arrays of equally spaced
loudspeakers. In this common configuration, theléode falloff does not match the

inverse law for natural sources. This is becausevévefront produced by the array is

17



actually cylindrical instead of spherical, and sfoilows the acoustic power function of a
local line source instead of a planar (or far figldne wave) source. (Verheijen 1997,

Spors 2009)

Figure 3.1 shows the desired amplitude le\ghnd synthesized field amplitude leygl
plotted against the distance of the receiver froenarray. The desired and synthesized
amplitude levels match at the distance of the egfee contourir. (also labeledc e by
some authors, as in the discrete driving functiefsrenced in Chapter 3 of this thesis).
This scalar value is used in the driving functioryield the correct amplitude level of the

virtual source for a single listener distance.

>

Amplitude [dB] —

Ar [m] —

Figure 3.1: Amplitude error for loudspeaker linerays. Desired amplitudejAersus synthesized amplitude A
(Sonke, deVries 1998)

3.3 Truncation Effects/Diffraction
The WFS theory begins with the assumption thasdw®ndary sources extend infinitely.

In practice, the extent of the loudspeaker linais limited. The truncation effect can
be understood if the loudspeaker array is thoufjas@n aperture the virtual source
wavefront must pass through on its way to theriste As in conventional wave theory,
the effect of this slit diffraction is akin to addnal wave sources placed at both ends of
the array. (Start 1997; DeVries, Start 1994)
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3.3.1 Solution: Tapering

Tapering the power of the secondary sources toaettte edges of the array solves the
truncation problem. The effects of diffraction aeeluced at the cost of a smaller
effective array size. A one-sided squared cosimelow is typically applied to achieve a

smooth roll-off. (Spors 2009)

w_ T
1
| 1 b

Figure 3.2: Diffraction due to loudspeaker arrayitication. The line array depicted on the left uses$ tapering
profile to reduce diffraction. The array on thehiguses no tapering. Diffraction effects are visiak faint
superimposed waves that appear to originate abffiscreen edges of the array.

3.3.2 Solution: Surround Arrays
Loudspeaker array configurations that fully surrdtime listener (square or circular
arrangements) also mitigate the boundary effectseshese array configurations do not

have sharp discontinuities.

3.4 Spatial Aliasing

Spatial aliasing is best described as the fragnientaf the composite wavefront as a
result of discretization of secondary sources. Jimamed wave is made up of discrete
component waves and becomes incoherent for wauvblesorter than the loudspeaker
spacing. In other words, the individual componeaves become audible. In the ideal
condition of a continuous loudspeaker array, themusite wavefront would match the
virtual source wavefront exactly. This is not readl in loudspeaker arrays. Perceptually,
spatial aliasing results in a position-dependentlzdiltering that causes a noticeable
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high frequency modulation or “flutter” as the liseg moves around the listening area
(Lopez 2005). Some authors report that the spalieding artifacts are not very
noticeable to human listeners (Spors, Teutsch, Rdem 2002; Oellers 2011). The
extent of spatial aliasing is dependent on thetjposof the virtual source, the position of
the listener, and the frequency of the source si@pors (2006) provides the cutoff
frequency to avoid spatial aliasing for an arragcspg Ax and a plane wave of angle

a

pw *

C

Joas = Az(1 + |cos ap|)

=]
(s}
(=)
D
o
[u]
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Figure 3.3: Spatial aliasing of a spherical sounsih progressively wider loudspeaker spacing.
Many authors suggest that spatial aliasing in egrabove 1.5 kHz does not significantly
degrade direction cues (Start 1997; Boone, Verhdif95). Start compared the

minimum audible angle (MAA) of real sources anduat sources under various WFS

array configurations.
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The MAA for an array spacing of 11 cm was 0.8°dovadband and 1.1° for low-passed
(<1.5 kHz) signals. The MAA increased to 1.6° faraaray spacing of 22 cm,
corresponding to a spatial aliasing frequency &f k8z. In Start’s own words, “the
localization accuracy of low-frequency noise stinsialmost identical for synthesized
and real sound fields. As expected, localizatiorigpenance is seriously degraded for

high-frequency noise stimuli.”

3.4.1 Solution: Optimized Phantom Source Imaging

One approach to solving the spatial aliasing prolketo separate the signal into high-
and low-frequency components. The low frequeneymanent is sent to the loudspeaker
array and processed using wave field synthesisaal uvhile the high-frequency
component is sent to a separate set of tweeterprandssed with conventional

amplitude panning. This is the Optimized Phant@murge Imaging (OPSI) method,

proposed by Wittek in 2002.

The high frequency speaker array can be spacedmdety than the WFS array,
because it is not used to generate a coherent moaweh the higher frequencies, and
therefore uses fewer source elements. OPSI gesdvatalifferent auditory cues for
each virtual source: one consisting of the physieatoduction of the wave field in the
low frequencies, and the other being the percegtoi@homenon of phantom source
position appearing between the driving element# asnventional stereo imaging. The
general problem in implementing OPSI then is taipedthe difference between these
two cues; to make the source direction presentatidiigh frequency array match the

WES array as closely as possible.
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The perceived phantom source location dependseplistiener’s location relative to the
driving loudspeakers, a familiar problem in steaedio reproduction. This introduces a
localization error, defined by Wittek as the direntl difference between the low-
frequency virtual source and the high-frequencynpdra source. Because of the
dependence of phantom source localization on stenler’s location relative to the
loudspeakers, the localization error is dependenistener location. Wittek found that a
phantom source direction that deviates less thathfibm the virtual source direction
does not lead to an audible localization shifthef tombined source image in his original

study, but this tolerance is dependent on signatiecd.

Localisation ERROR, plane wave 0°

Localisation ERROR, Virtual monopole 1m behind the array -
-2

Figure 3.4: lllustration of localization error usgnthe OPSI method for a linear array at y=0 argténing area where
y>0. X and Y axis show coordinates in meters. Sphlesource indicated by S on left; plane wave show right.
High frequency content is emitted from loudspeaketscations L, M, and R. (Wittek 2002)

3.4.2 Solution: Sub-Band Approach

The sub-band approach proposed by Lopez et al5§d8@imilar to the OPSI method.
The high frequency phantom source component ofitfreal is not sent to a separate
loudspeaker array but is instead recombined weHdtv frequency WFS result and sent

to the main loudspeaker array. This has the adgardaéeliminating the interdependence
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of crossover frequency and spatial aliasing frequelMost of the discussion about OPSI
also applies to the sub-band approach, since thieoaheliffers by output implementation

only. WFS Designer implements the sub-band apptadaborated in section 7.5.2.

3.4.3 Solution: Distributed Mode Loudspeaker/Multi-ActoaPanels

The distributed mode loudspeaker (DML) is a flabgldoudspeaker technology that
produces sound by inducing uniformly distributedration modes through a prescribed
panel shape. (NXT http://www.nxtsound.com/420.htlBhone and others have found
the DML to be a good candidate for WFS reproductiecause it does not have any
unexpected distortion and exhibits a wide direttiyBoone 2004). A multi-actuator
panel (MAP) consists of a flat acoustic radiati@am@l attached to a number of exciters. It
is like the distributed mode loudspeaker, excegt hDML uses a single voice coil and
is intended for a single channel of reproductiome Tulti-actuator panel has been
explored for application to wave field synthesi®@Be 2004, Corteel 2006). These
authors have found MAP suitable for applicatioMtBS because their diffuse spatial

characteristic helps to smear the effect of spatiating.

3.4.4 Solution: High-Frequency Randomization

Start attempted to break up the irregularities poed by spatial aliasing by inserting
random time offsets (less than a period of theueagies in question) in high-frequency
content delivered to each loudspeaker (Start 200fAg process alters the pattern of
spatial aliasing but does not reduce its overedingith. Corteel’'s experiments indicate
that randomization of secondary source positiogsivalent to randomized time delays,
does not improve accurate source localization @b2006). Figure 3.5 illustrates the

effect of randomization. The first image showsangelwave under aliasing conditions.
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The most notable effect is the undesired plane wévat appear to propagate at +/-60
degrees. The second, third, and fourth images shewame plane wave with

randomized source positions. The randomization sdertbreak up” the spatial

distribution of aliasing, but the perceptual effesctinclear.

Figure 3.5: Aliasing of a plane wave with unifore) @nd randomized (b, c, d) loudspeaker positions.

3.4.5 Solution: Spatial Bandwidth Reduction

Recall from section 3.4 thji.sis dependent on the the virtual source wave fsoatgle
of incidence upon the secondary source afftgy,decreases with a more oblique wave
front. Spatial bandwidth reduction is an attempéxploit this angular dependence by
decreasing the angle of incidence of high-frequemdyal source content (DeVries
1994, Start 1997). In the case of a line arrayigomdtion, this smears the virtual source
Image in a frequency-dependent manner so thatigfneffequency content is steered

toward the center of the array.

3.4.6 Solution: The Spatial Antialiasing Loudspeaker

Authors Spors (2010) and Start (1997) have writterthe possibility of an “antialiasing”
loudspeaker. The antialiasing loudspeaker wouldtfan by limiting the bandwidth of
the speaker in a spatially dependent way, focusiglky-frequency content in a forward

direction.
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The antialiasing loudspeaker remains a theorgpieglosition at this point in time

because no transducer has been developed witedheed properties.

Spatial bandwidth reduction and the theoreticatiapantialiasing loudspeaker are both
ways of selectively omitting source signal contevtijch inevitably leads to an

incomplete wave field and errors in perception.

3.5 Room Acoustics

Recall that wave field synthesis assumes an anetisténing environment. In the
context of problems for wave field synthesis, roacoustics refers to the unintended and
unwanted reflection and reverberation of the listgrenvironment that corrupts the
intended sound field. Many authors consider thésrost perceptually detrimental
artifact (Spors 2005; Wittek 2007; Oellers 2010rt€el, Nicol 2003). The interference
comes not from the room reflection of the virtualisce, but the room reflections of the

secondary sources.

3.5.1 Solution: Room Effect Compensation

Several authors have investigated techniques fbhgating this effect. Fortunately, the
loudspeaker array itself is a useful tool for agtsound field compensation, including
global noise control applications (Kuntz 1999). Thasic approaches toward room
compensation in WFS are active monitoring compémsatequiring numerous
microphones for multi-point sensing, and model-HasEmpensation based on an
accurate mathematical representation of room almsusfn analytical approach seems to

be thus far unexplored.
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Active compensation experiments by Spors, et 8082 make use of circular
loudspeaker arrays paired with circular microphamays. They have shown effective
results, but the accurate compensation by destaictterference is limited by the spatial
aliasing frequency of the array. Spors, Renk, aaldeRstein elaborated on their efforts in
2005 and clarified the limiting effects of activeom compensation were the spatial
aliasing frequency, the inability to correct fortieal reflections with a linear array

configuration, and the variance in listeners’ \atiposition.

26



Chapter 4. Perceptual Properties of Wave Field
Synthesis

Since WFS generates a physical sound field, theepé&on of the virtual auditory scene
presented should occur just as natural hearingiofral sources as long as the wave field
is sufficiently accurate. The artifacts of WFS nfeéee with the perceptual cues, but the
cues left intact will still be perceived throughdan conventional mechanisms for

natural wave fields.

4.1 Challenges for Assessment

In evaluating the performance of a system desigoedproduce a physical sound field —
not just a source in a particular direction — theme many perceptual attributes to define
and organize. Some of these attributes are noistently defined by the literature. This
author follows the lead of Wittek (2003) in propasithe following system of attributes,

which may be investigated only after a thorougtcdpson.
First, performance attributes can be classifiedaling to three top level categories:

« Attributes of location and dimension of a virtualisce
» Attributes of the virtual source content, the sigtself

* Attributes of the virtual environment

The reasoning behind this scheme is that these tmmups reflect the perceptual
stratification of information derived from the salifield, and they represent perceptually
independent dimensions. The perceptual separatisource information from

environmental information (i.e., “Where am 1?")inwvestigated by Rumsey (2002) and
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the perceptual separation of source object infaondt.e., “Where is the speaker

located?”) and signal content (i.e., “What is tpeaker saying?”) is preceded by Theile’s

association model (Thiele 1980).

L ocalization (Source Content (Signal Environment (Global
Attributes) Attributes) Attributes)

Direction Loudness Depth

Distance Sound color (timbre) Room dimension
Width Familiarity Envelopment

Focus Plausibility Presence
Locatedness Naturalness
Stability Room timbre
Robustness Reverberance
Externalization

Table 4.1: Categorization of Perceptual Sound Seukttributes (Wittek 2003)

A survey of the definitions of these terms in titerbture, as summarized by Wittek,

follows:

L ocalisation General mapping law between the location of antandi
event and a certain attribute of the sound soutegn(tion
according to Blauert, 1997). Mechanism/Processrttais
the location of an externalised auditory eventeain
characteristics of one or more sound events (d&fimi
according to Theile, 1980).

Direction The direction in which the source is perceived.

Distance Perceived range between listener and reproducedesou
(definition according to Rumsey’s (2002) ‘individsmurce
distance’).

Depth Sense of perspective in the reproduced scene asle w
(definition according to Rumsey'’s (2002) ‘envirormhe
depth’).

Stability The degree to which the perceived location of as®u
changes with time.

Robustness The degree to which the perceived location of ac®u
changes with movement of the listener.

Accuracy The degree to which the intended and the actuallygved
source agree with each other. This ‘agreementgami
defined differently, involves all attributes of teeurce.
Often, the term accuracy is used only for the dimnal
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accuracy’, which means the agreement concerningdbhece
direction. The relevant measure for this attribgtie
‘directional error’ of a source/system.

Resolution

The achievable precision of the synthesized soiahdl ih
terms of direction and/or distance.

I ndividual source width
ISW, Apparent source
width ASW

Perceived width of the source (definition according
Rumsey 2002).

(Image) focus

The degree to which the energy of the perceivedcsos
focused in one point.

Definition of theimage

Similar to image focus

Diffuseness

Inverse of image focus

Blur

Inverse of image focus

L ocatedness

Spatial distinction of a source (definition accoglto Blauert
1997). The degree to which an auditory event caselto
be clearly perceived in a particular location.

Certainty of source

Similar to ‘locatedness’, used by Lund (2000) .

localisation

L ocalisation quality, These terms describe a mix of attributes. Theyrdesthe
L ocalisation overall performance of localisation. They shouldleéned
performance individually, because they can have ambiguous nnegni

(‘quality’ of the directional accuracy, sound cqléocus,
locatedness or an ‘average’ quality?).

Externalisation

The degree to which the auditory event is outdigehiead.

Spaciousness Often used in the same meaning as ‘apparent soudtke’
ASW, but also used to describe the perceived difteeo
environment.

Presence Sense of being inside an (enclosed) space or gdefimition

according to Rumsey 2002). Often also used astabudé of
sound color.

Table 4.2: Definitions of Perceptual Sound Sourttelfutes (Wittek 2003)

4.2 Wave Field Synthesis Compared to Other Spatiatindtiethods

Stereo/M ultichannel HRTF Binaural WES Ambisonics
Transducers Few loudspeakers Headphones Loudspeaker Arbitrary
array
Type of Phantom source Virtual source Virtual source Virsaurce
Reproduced
Sour ce
Per ceptual Psychoacoustic Reproduction of  Physical Reproduce the
reproduction integration of correlated the signal at the  synthesis of directional sound
principle sources ear drum wave field pressure field
produced by captured at one

discrete virtual location
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sources

Freedom of Small sweet spot; Zero Large degree of Limited sweet spot
listener phantom source shifts freedom. Virtual corresponds to the
movement toward nearest source is stable microphone
within virtual loudspeaker as listener recording position
sound field moves. Virtual

source level

changes closer to
real source under
listener motion

Stablesources  Loudspeakers Zero Unlimited Loudspeakers
themselves themselves
Source Phantom source can be Perfect spatial Virtual source Perfect spatial
direction presented at any reproduction with can be presented reproduction with
location between constraints at any direction  constraints
speakers within the extent
of the array
Source Phantom source is Perfect spatial Distance is Perfect spatial
distance positioned along the reproduction with  reproduced reproduction with
line between constraints through constraints
loudspeakers wavefront
curvature

Table 4.3: Comparison of Spatialization Methodst(®i2007)
Stereo and multichannel reproduction relies ompehoacoustic merging of strongly
correlated source signals coming from two loudspesakito a phantom source located

between the two loudspeakers.

HRTF binauralization and ambisonics rely on capiithe final psychoacoustic cues at a
single listening location, and reproducing thosescto the listener. As such, the cues
provided in the sound output are embedded withtarydcues for a single listener

location. Synthesizing these cues for arbitraryi@sdenes is another matter.

4.3 Phantom Source vs. Virtual Source

References to phantom sources and virtual soureanade throughout this thesis. The
difference between the two should be clarified.e phantom source and virtual source
differ in their psychoacoustic operation. Witteksdebes a phantom source as an

auditory event that is not based on natural bidawres, but instead is assumed to result
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from “coactions of specific mechanisms of the augisystem which have developed
during natural listening” (Wittek 2008). For therpases of this thesis, a virtual source is
defined as a source produced by physical reconsirucf the wave field (wave field

synthesis, in this case) and a phantom sourceasiie produced by amplitude panning.

4.4 The Perception of Distance

Auditory distance is one of the most challengingcpptual phenomena to reproduce,
which makes it a good measure of the performanegrtofal audio displays (Wittek

2008). Perception of distance is especially imparta making advances in wave field
synthesis. It is important to understand what dead to the perception of distance in

order to successfully present the distance oftaalisource.

4.4.1 Loudness

Loudness is widely accepted as the most importatdartce cue. In the anechoic
chamber, it is often the only distance cue. Forsgmimore than 1 meter away from the
listener, the interaural level and time differenoesy be sufficient for conveying source
direction, but are not useful for conveying souttance (Zahorik 2002). This is a side
effect of simple trigonometric properties. It shibble noted that this cue depends on prior
knowledge of the natural intensity of source.hl source is unfamiliar, or if volume

levels are manipulated, the listener can easilyisted.

4.4.2 Interaural Difference

For sources less than 1 meter away, interaurareifices provide meaningful
information about source distance. That is, a soat@ given direction 0.5 meters away

will produce different interaural cues than a seuwstthe same direction at 1 meter away,
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because the distance between the ears becomefgcaigniThis cue breaks down on the

listener's median plane as the interaural diffeesndiminish.

4.4.3 Direct-to-Reverberant Energy Ratio

Once we get out of the anechoic chamber and inttw@ral reflective acoustic

environment, we gain more information about soutiseance from the reverberant
environment. This cue invokes an important depecelem the knowledge of the room
(Mershon 1979); this is an aspect that warranteenda@cussion. For now, we suffice to

say that in general, the ratio of direct to reveabéenergy decreases as the source moves

away from the listener (Nielsen 1993).

4.4.4 Initial Time Delay Gap
Initial time delay gap (ITDG) is defined as thealein arrival time between the direct
source sound wave and the first reflection waveatistener’s position. The behavior of

ITDG as a function of source distance is shownigufe 4.1.

ITDG .

Source . A‘t/'\ . Receiver ‘ ('\ .
T

@ (b)

Figure 4.1: Initial time delay gap\f) is large for a nearby source (a) and small fdiaa-away source (b).
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The delay between direct and reflected sound iatgrevhen the source is nearer to the
observer. Again, this cue means that perceptiahstdnce depends on the room/listening

environment.

4.4.5 Frequency Spectrum
Air damping is stronger at high frequencies. Thecsum of a sound may provide
information about its distance; but, as with lousk)ehis feature requires prior

knowledge of what the source nominally sounds Ijkkelsen 1993)

4.4.6 Reflection Pattern

Information is conveyed in the timing, level, aricedtion of each early reflection. It
could be said that every cue mentioned so far eamiinicked by a stereo system. This
is not so for the reflection pattern; the reflentmattern contains directional qualities and
it is a considerably powerful cue that cannot gds#l duplicated without reproduction of

an entire sound field. (Pellegrini 2001)

4.4.7 Motion Parallax

Motion parallax is the corresponding change of pectve with movements. In auditory
perception, many of the aforementioned cues chuaiithpdistener motion. Therefore it
can be considered a compound cue, incorporating/iélyeother cues change as a
function of listener position. For example, if omeves 2 meters toward a source, how

much louder does it get? This provides a distanee @Vittek 2008)

4.5 Gestalt/Associative Model

We can see that the perception of source distangardly an intrinsic feature of the
auditory system: it relies on a spatial framewankgl distance emerges from the scene.
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The brain is constantly integrating sensory infaioraand rejecting conflicting
information in order to build a sensible scene nhdtlenay be that the real perception of
distance arises only from the complete integratibaverall scene analysis, listening
space, relationship to prior auditory perceptscegtion of distinct reflections, and

relationship to visual percepts (Thiele 1980). Tikiglustrated in Figure 4.2.

associative associative
| ) event
Earsianal Filter- pattern
9 " bank selection
|
|

| Peripheral Location association ~ Gestalt association
| stage stage stage

pattern
selection

| N
Ear signal ) Filter- Location Gestalt =
1 bank —1/ determining determining Auditory
) |
|

Auditory system = —memmmemm emm
Figure 4.2: Associative Model (Theile 1980)

A different kind of auto-association makes expentaétesting more difficult: the

“ventriloquism effect” is the tendency for listesep associate sound with visible

anchors (Blauert 1997). This causes responseshi@abed toward visible markers or

loudspeakers in the test area. Careful desigrgisined to remove the influence of visual

perception on auditory perception. Several autheesan acoustically transparent canvas

or curtain to obscure the test area from view. (82007, Usher 2004)

4.6 WEFES Distance and Depth

Wave field synthesis is particularly well-suitedgenerating motion parallax and
spatially accurate reverberant field cues. How gmseption of distance and depth

improve with the addition of these cues? Wittekapated this result in his 2007 thesis:
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“There is another possible property of WFS thathhgjve rise to an enhanced distance
perception: WFS can very accurately simulate pmsiéind level of the early
reflections...The enhanced possibility for the augit®ystem to distinguish between
distinct reflections [in WFS as opposed to steraay, however, give rise to a better
spatial perception.” According to de Bruijn (200 Jthough it is already well known
that with WFS the source location is extremely letalthen observed from different
listener locations, depth or distance perceptionardy be obtained in combination with

reflections and reverberation.”

Wittek posed another question regarding involungamallax motion: “It is of vital
importance whether spontaneous, unconscious headmamts would then be sufficient
for depth perception or if conscious movementsegeired which give rise to a
significant change of the perceived scene perspestithe sound scene.” However, his
experiments focused on isolating the effects ofeflamnt curvature on perception of
distance and locatedness, and excluded parallawmates. This leaves an interesting

opportunity for investigation.
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Chapter 5. Existing Implementations

There are several reference designs availablesihitdrature demonstrating how to
implement the hardware and software WFS produay@tem. This chapter provides a

brief overview of some notable systems.

5.1 Hardware

Almost all experimental setups for WFS employ lameays with loudspeaker spacing
between 10 and 25 cm, with the notable exceptichaiidspeaker Walls” by Ono
(1997). The largest WFS installations exist in Gamgy where most WFS research has

been carried out. Somewhat more modest arraysheee constructed for experimental

research purposes at other universities around/dinil.

ISONAR / 24 channel (Salvador 20105 Fraunhofer IDM®2 channel T-Labs / 56 channel

= Nightee e

TU Berlin / 832 channei IOSONO / 378 channel UC2B3 thanne(yamada 2008)
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.....

.......

"Ono 1997 (not strictly WFS)

8900008

University of Surrey / 18 (56) channel el
(Wittek 2007)

Figure 5.1: Example WFS installations and experitaeconfigurations.

5.2 Software

Several groups have developed model-based rendagppligations for WFS, pictured in
Figure 5.2. Some authors have developed WFS enfyinasidio processing
environments such as Supercollider, Max/MSP, ané Pata (Salvador, 2010). Three
well-known WFS applications are WONDER, developtdla Berlin (Baalman, Plewe
2004); The SoundScape Renderer, developed by Deutsslekom and TU Berlin (Geier
et al., 2007); and IOSONOQ’s commercial softwaret@@paudio Workstation (IOSONO

2011). These systems are described below.

e | sl ) |
F_a s Bl | ] e e e HJ-_I R o o =
ST = i O e G ----'_'
WONDER SoundScape Renderer Spatial Audio Workstation
(Balmaan 2004) (Geier, et al. 2007) (IOSONO)

Figure 5.2: Example WFS software applications.
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5.2.1 WONDER

WONDER consists of a 2-dimensional composition eana grid specification tool and
a play function. The program runs under Linux anddntrollable via OpenSoundControl
(OSC), making it possible to control the systemmfnmost commonly used programs for
composition or live performance. The program allassrs to define virtual source
motion paths and simulate room reflections. WONDiaR ulates virtual source filters on
a user-defined grid before playback is begun. Rogftactions are incorporated in the
resulting filters. The user is then free to mowgudl sources within the calculated grid
region during performance. The discretization ofual source space for pre-calculated

filters is further described in section 5.2.4. (Baan, Plewe 2004)

5.2.2 SoundScape Renderer

The SoundScape Renderer (SSR) is capable of reagd&qdimensional virtual acoustic
scenes using wave field synthesis, binaural rengeambisonics, and vector-based
amplitude panning. SSR provides a 2-dimensionaid@amposition area. Virtual
sources are defined as plane wave or point soypest The loudspeaker array and

virtual source scene are specified by an Audio 8&escription Format (ASDF) XML

file, conceived by the authors. SSR uses a modtavork-based architecture so that the
audio engine and user interface can cooperatealrtinee on separate machines. SSR can

be compiled for Linux or Apple OS X systems. (Gaital., 2007)

5.2.3 Spatial Audio Workstation
IOSONO'’s Spatial Audio Workstation is a commeraciaftware package for WFES that
integrates with Steinberg’s Nuendo digital audiakstation. All audio tracks and events

appear on the 2-dimensional stage view of the Slpatidio Workstation as selectable
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sound objects providing a clear overview of tharergroject and allowing quick access
to any track or event. The mixer can create spatiahd scenes by using a variety of
automation features. Moving, rotating, scaling, gneliping functions are provided to
manipulate virtual sources. The IOSONO company$patial Audio Workstation

developed out of research at Fraunhofer IDMT. (IQ&X2011)

5.2.4 Sampling the Virtual Source Space

The just noticeable difference for source locaaamuth has been found to be 3.6° for
sources in front of the listener and 10° for sosrtethe side. Since the WFES listening

environment allows an arbitrary head rotation, westrexceed the threshold for frontal

source location of 3.6° (Blauert 1997).

A naive implementation of a WFS filtering programil walculate the transfer function
for any virtual source location on demand, in atcwous space. A more efficient
implementation will calculate a bank of filters aldeof time for virtual sources at a fixed
grid of locations. For purposes of generating bask of filters it is possible to sample
the virtual source space without a perceptible lodscation resolution. The precise
sampling period is dependent on the array sizelamtistening area, as the goal is to
reduce the maximum direction angle between anwivinal source points to below 3.6°
from the perspective of any valid listener positibigure 5.3 shows the source space

sampling strategy employed by Corteel (2006).
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Figure 5.3: Virtual source space sampling (Cort2@06). The spherical and focused source grid isvshby points,
and plane wave discretization is shown with limethie upper portion of the figure.
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Chapter 6. Implementation: Loudspeaker Arrays

6.1 48-Channel Modular Array

6.1.1 Design Rationale

The modular array, shown in Figure 6.1, is easiyonfigured for different wave field
synthesis array geometries. The enclosure is 2Ayso that it is stackable to form a 2-
dimensional array with even spacing. | decidelduitd modules of four speakers each
because this offers a good compromise betweemithedampeting design goals of 1)
array flexibility and 2) convenience/build simptici The modules were designed with
low-cost in mind. The cost of all construction matks, including amplifier boards but

excluding the audio interfaces, amounted to rou§2® per channel.
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Figure 6.1: 48 channel loudspeaker array in plaganfiguration.
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Figure 6.2: 3D CAD drawing of loudspeaker module.
6.1.2 Loudspeaker Characteristics
A 4 in. speaker, spaced 5 in. on center, was ddaigen as the best compromise
between the design goals of 1) small speaker spatiorder to reduce spatial aliasing
and 2) full-range frequency response. A 5 in. sgaproduces afyjas of 2.7 kHz. The
Tang Band W3-1053SC was selected for its flat dveequency response (100—20000
Hz £3dB) and high efficiency (86 dB). The enclosuweere constructed from %2 in. MDF,
with partitions between each speaker to creatakkdehambers. It was important to use
a sealed chamber as opposed to a ported desigsuceehe speaker would behave as

much like an omnidirectional point source as pdssib

The enclosure was designed in Bass Box Pro 6 atliapd for the flattest frequency
response. The solution derived from Bass Box wassed box design with an internal
volume of 1.27 liters with heavy fill. This box qoled with the TB-1053SC speaker has

an F3 of 138.5 hz.

The internal box dimension for each speaker in noguhe is approximately 4.0 x 4.25 x
4.5 in. (1.25 L) with heavy internal damping thabbts the volume seen by the speaker
somewhere around 10 to 15% (this is accountechfBaiss Box). The damping also
reduces standing waves inside the box, smoothihguuaps in midrange frequency

response, and helps it to act as a simple airgprin
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6.1.3 Audio Interface and Amplification

The MOTU 241/0 audio interface was chosen to dthesloudspeaker array. Two

MOTU 241/0 interfaces are connected through a PCHBZI board. These rack-mounted
interfaces were chosen because they have 24 onhpalalg outputs, simplifying the

hardware configuration and eliminating the needXDAT converters.

The loudspeakers are amplified on 48 discrete adlawith the Sure Electronics

TPA3123 2 x 8 watt Class-D audio amplifier board.

6.2 16-Channel Desktop Array

An array was designed with small speaker distamnceduce spatial aliasing to a
minimum. This array uses 2 in., 4-ohm drivers sdaate? in. This results in dgjas Of
6.8 kHz. The purpose of this array is to testfdasibility of compact WFS arrays for
personal use. The array is designed to lay flat dasktop or bookshelf and occupies

about the same total volume of a pair of large lsbek speakers.

Figure 6.3: 16-channel compact loudspeaker array.
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Chapter 7. Implementation: WFS Designer

7.1 Introduction

An important component of my research was to baiiflgxible and user-friendly
software platform for wave field synthesis. Theedives in this software were 1) use
open source libraries in its construction, 2) maimtross-platform compatibility, and 3)
release the software into the community under ameource license. An implicit goal is
to make Windows binaries available for downloadhaly, building the software from
scratch offers the flexibility to extend the WFSyare for multiple line array synthesis,

described in detail in Chapter 8.

Other solutions exist for performing wave field 8ysis within other environments, such
as Supercollider, Max/MSP, Pure Data, and MATLAB.contrast to these, one of my
goals was to develop a stand-alone software progpamake wave field synthesis
accessible outside of the research and experin@mi@dmain. There are no turn-key
wave field synthesis applications for the Windowsgmting system; this hinders the
exploration and adoption of wave field synthesitsme the academic world. The Sound
Scape Renderer from TU Berlin (Geier 2007) is =ilfle program, but it must be
compiled on either Mac OS X or Linux. It is suféint then to say there is an opportunity

to provide a stand-alone software wave field sysithenvironment.

The wave field synthesis makes high demands oésys¢sources and requires low-level
access to sound hardware. A simulation might denfiae virtual sources routed to 48
channels of output. The engine must be efficierrder to support as many WFS

channels as possible, so C++ was selected as Yetoogment language.
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7.2 WES Visualizer

In preparation for development of the WFS Desigapglication, | developed an
animated graphical application for simulating 2Dvevdield synthesis. The application
helps to visualize the impact of various changebfé¢osynthesis parameters in real-time.
The WFES Visualizer is a Processing sketch/Javaeapphilable online at

http://www.mattmontag.com/wfs-visualizdt allows the user to interact with the wave

field synthesis simulation of a virtual source tfadiows the position of the mouse

cursor.

Loudspeakers: 48
Spacing: 14.0
Wavelength: 36.0

Signal: Sine

Tapering Profile:

v N

Figure 7.1: Various simulation modes of WFS Viseali
Figure 7.1 shows the WES Visualizer in various kdigpnodes. The top left image shows
synthesis of a pure tone spherical source. Theighpimage shows a broadband focused

source. The bottom image shows the primary wavbkefirtual source in red and the
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synthesized wave field in green, for comparisondéindeal conditions, the red and
green wave fields would perfectly coincide and leisua yellow image color. Thus, a
persistent yellow area indicates a region of adewsgnthesis. The user has control over
the tapering profile, number of loudspeakers, asfaacing, wavelength, signal

waveform, and simulation resolution using the failog keyboard shortcuts:

p Toggle primary wave

1/2 Increase/decrease resolution

a/w Adjust tapering profile

Left arrow/Right arrow Decrease/increase numbdowdspeakers

Up arrow/Down arrow Increase/decrease array spacing

[/] Decrease/increase signal wavelength

S Change signal waveform (sine, noise, and saw)

Table 7.1: WFS Visualizer hotkeys
This application has proved to be a useful sandbogxperimenting with WFS
parameters. WES Visualizer is useful as an instrnat tool because it allows the user to
gain an intuitive understanding of what mattersejproducing an accurate sound field
(although the apparent accuracy of the sound fleks not always coincide with its
perceptual validity). The limitations of the WF8etextent of the valid listening area,
and the effects of spatial aliasing immediatelydmee clear when the array parameters

are manipulated.

7.3 Software Libraries

WEFS Designer makes use of several open-sources-ptagorm libraries. The libraries

and their role in WES Designer are briefly desatibelow.
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7.3.1 Qt

Qt is a cross-platform GUI development framew@&#&veral cross platform GUI
libraries were evaluated, including MFC, Juce, Waéits, and Qt. Qt 4.7.1 was
selected because of its maturity, robustness, andgood documentation. Qt is
maintained by Nokia and is available under GPL aG&L software licenses, which

makes it suitable for academic purposes. Qt idabta online atttp://gt.nokia.com/

7.3.2 FFTW

FFTW is a C library for computing the discrete Reutransform of multidimensional,
real or complex valued signals. The library pre@gaptimized, cross-platform FFT and
IFFT functions. WFS Designer uses fast convolutmapply filters, so it is heavily
reliant on the Fourier transform. For M sources Bridudspeakers, WFS designer

performs 2*M*N FFT operations per buffer. (Frigo(X)

7.3.3 Libsndfile

Libsndfile is a C library for reading and writingdio file formats by Erik de Castro

Lopo. Itis released under the LGPL version 2.4 waersion 3, depending on the needs of
the developer. The role of Libsndfile in WFS Desigrs to supply signal from local

audio files to virtual sources in the WFS enviromté¢de Castro Lopo 2005)

7.3.4 PortAudio

PortAudio is a C library for audio I/O originallygposed by Ross Bencina and Phil
Burk. It also is free and cross-platform, licenseder a GNU GPL-compatible MIT
license. PortAudio was selected because it isrdvigight interface designed to permit

real-time audio applications that run on more tbae platform. PortAudio serves as a
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unified proxy for Windows MME, DirectX, ALSA, ASICand other audio host APIs.
The role of PortAudio in WES Designer is to prova®w-level, low-latency interface

to audio devices across all platforms, regardlésseohost API. (Bencina 2001)

7.4 Architecture

Software for real-time wave field synthesis consiebuld allow the user to specify a
physical loudspeaker arrangement, and configur@adlséion of one or more virtual
sources in the context of the loudspeaker arrangenihis section describes how these

features are accomplished in WFS Designer.

WES Designer is comprised of 6 primary C++ clas¥ésSDesigner, WFSPortAudio,
WEFSFilter, PhysicalModel, VirtualSourceModel, anfBad. The WFSDesigner class is
the application controller, and its methods contagic necessary for the core wave field
synthesis implementation. It owns instances of Wdf8Rudio, VirtualSourceModel,

PhysicalModel, and a 2-dimensional array of WF®Filhstances.

The loudspeaker array is represented by the Phykidel. The PhysicalModel holds a
list of Loudspeaker instances, corresponding totimaber of active output channels
(Note: Loudspeakers are synonymous with outputmélanin this context, and the terms
are used interchangeably). Changes to audio isedanfiguration are handled in

WFSPortAudio, and the virtual sources are managé&drtualSourceModel.

The VirtualSourceModel contains a list of Virtual8ces. Each VirtualSource has
properties for defining its position, its volumts signal (a local audio file from disk),
and its type (spherical source or plane source) skhurce is a plane source, the direction

of plane wave propagation is determined by theorgmbinting from the source to the
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center of the listening scene. In this case, thadce of the source from the center has
no effect. VirtualSource subclasses the QGrapieicstlass, so that it can be attached to
the WFSCanvas, which is derived from the QGraphes\Mvidget. This means the
majority of the user interaction behavior is takane of by Qt. For example, a
QGraphicsltem can simply set a flag that says “ig&étle” to acquire mouse draggable
behavior. The “mouseMoved” method is overriddepriovide a notification of new
position to the WFSDesigner, which then propagtitesvent by updating the
WEFSFilters. Additionally, instances of the Virtual8ce class are entirely responsible for

maintaining their own signal buffer. This is implented as a ring buffer.

Qt provides a built-in Observer pattern with itsgisals and Slots” mechanism. Briefly,
this allows object instances to communicate whalaaining loosely coupled. The
observer pattern is better known in other languagesvent dispatch or notification. The

key feature is that multiple objects can attacmtbelves as listeners for a given event.

Although the operating system may furnish inteactehind the scenes in multiple
threads, WFS Designer primarily operates in thogechl threads: the event-driven Ul
thread, the PortAudio callback thread, and thewdi®ource ring buffer I/O thread. The
ring buffer 1/O thread is created at applicaticartp and checks on a timer interval to

see if any VirtualSource ring buffer needs to Hlediwith new audio data.

At application startup, PortAudio is initialized twidefault output device options, a
callback function is specified, and then the strémastarted. This creates the PortAudio

thread, which calls the callback function at theemmal set by the output buffer length.
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The callback function calls a method in WFSDesigpescessAllChannels. The

PortAudio thread is now executing in the scopéhefdontroller.

ProcessAllChannels is a method responsible fandilithe entire PortAudio output buffer
with signal data for every loudspeaker in the arfidye method contains a nested for-
loop. The outer loop iterates over every activabélSource in the scene, calling each
source’s copyFromRingBuffer to obtain a chunk adiawata equal to the PortAudio
buffer length. For each source M, the inner latiprk the source signal with the
WFSFilter[M][N] (the filter that maps source M tb@annel N) and adds the result to the
output buffer for channel N. The filtering operatiwill be discussed in detail

momentarily.

WES Designer also implements a fast delay-line-ardye field synthesis engine. It is
appropriate for large numbers of loudspeakers kvdes computers. In this
implementation, WFS Designer maintains a simpléetabdelays, calculating a delay

time for each source-loudspeaker pair.

When the user drags a VirtualSource within the VIEéSigner user interface, a few
things happen. First, the underlying position ddtthe VirtualSource instance is updated
through the QGraphicsScene framework. Then, a soeed signal is emitted by the
VirtualSource instance. The controller is instadtcto listen for this signal when any
VirtualSource is created. The controller handhesedvent by running updateFilterBank
on this VirtualSource. The updateFilterBank metigowhere the principles of wave

field synthesis are carried out, in order to creléeappropriate filters representing the
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transfer function of each VirtualSource M to eadutispeaker N. Alternatively, if

delay-line implementation is enabled, the contraldls updateDelays and updateGains

Processing power limits the length of the FIR. &xample, a 48-channel array
simulating four virtual sources with an FIR length2048 samples will demand, by
multiplication, the equivalent of a 393216-poinhgolution in real time. If this operation
were performed with direct convolution, it wouldjtgre 17 billion multiply-accumulate
operations per second for a typical sample ra@&@b0 Hz. Fast convolution with

FFTW makes this a feasible operation.

7.4.1 Creating Filters for WFS

The filter update procedure can be discussed angsttforward language. The signal
must be delayed, amplitude scaled, low-pass fitesad processed through a virtual
room acoustics model. We can apply these operatmtige signal itself, or apply them to
an impulse and convolve the signal with the reduie operations can be applied in any
order since it is a linear time-invariant systerhentent is to create a finite impulse
response representing the transfer function framint@al source M to the loudspeaker N.
Representing the transfer function with an impuésponse gives us flexibility to apply

long reflection and reverberation impulse respogge®rated by room acoustic models.

7.4.1.1 Constructingthe FIR Filter

An FIR filter is instantiated for each source-lopeaker pair. This will be convolved
with the audio signal for virtual source M to agiat a solution for the output of speaker
N. First we check that the inward normal vectothaf array at the position of speaker N

shares a positive component with the directiorhefdource’s wave propagation (their
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dot product is greater than zero). If this is i@ tase, then the source has no wavefront
contribution from the direction of loudspeaker Ne\legin with a unit impulse at time 0O;
the first sample in the FIR. The impulse is delaggé number of samples corresponding
to the distance of the virtual source M from thedspeaker N. For a source at distance of
4 meters, this corresponds to about 500 samplastiéinal delay is not currently
implemented in WFS Designer because the phasetthstaontributed by this temporal
guantization is small. When rounding to the neasasiple, the signal delay will be off a
maximum of half a sample period — typicaliyt;; of a second; the wavefronts from the
loudspeakers may deviate from the ideal by 4 mdtiens. For a loudspeaker spacing of
12 cm, the spatial aliasing frequency is 2875 He 5555-second delay at this high-
frequency limit is a phase difference of 3.26%.isTihtuition is supported by the

thorough simulation results of Daniel Salvador @0He states “the fractional delays
[do] not affect [the] discretization, where integtays or T order FIR or IIR filters are
enough.” (Salvador 2010) Finally, the smallest géfeeach source group is subtracted
from the entire group; the loudspeaker closestdouace will have a delay of zero for

that source.

7.4.1.2 Amplitude Scaling

The amplitude scaling is performed by definingf@nence listener distance, as discussed
in section 3.2. In circular array configuratiortse listener position is the center of the
array. In linear array configurations, this referemlistance defaults to 2 meters. The

distance gain is calculated for each source-lowslsgepair as\/ 25 , where A is the

+B !

source to loudspeaker distance, and B is the ndnoindspeaker to listener distance. The
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wavefront obliqueness gain is calculated as thegdmduct of the inward loudspeaker
array normal and the vector pointing in the dir@ctof wave propagation. These two

factors are multiplied to give the final amplitusieale factor.

7.4.1.3 Room Acoustics Modeling and Room Compensation

At this point in the process, the impulse respatilecontains one impulse, delayed and
attenuated. A room acoustics model can be excitddtiae impulse. The FIR length is
adjusted to fit the result of the virtual room inlgriresponse. Additionally, a room
compensation filter can be applied. This step iatioaed for completeness. At the time
of writing, WFS Designer does not implement a ramoustics model or room

compensation tool.

7.4.1.4 Low-Pass Filter
As previously discussed, the output signal mudbtepass filtered to avoid artifacts

caused by spatial aliasing. This is performed il order Linkwitz-Riley crossover.
The crossover is performed once per source. Tdgtefinequency content is directed to
the active VBAP loudspeakers, and the low-frequesmytent is passed to the WFS filter

bank.

7.4.1.5 Array Windowing
To reduce the diffraction artifacts mentioned ira@ter 3, the loudspeakers toward the

edge of the array are attenuated in amplituddelfarray is circular, no attenuation is
applied because the array is continuous. The @seapply custom attenuation to each

loudspeaker in irregular arrays.
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7.5 WES Designer Features

7.5.1 Vector-Base Amplitude Panning

Vector-base amplitude panning (VBAP) is a methadpfusitioning virtual sources to
arbitrary directions using multiple loudspeakerslkRi 1997). The concept is the same
as that used in conventional stereo panning, exgghtala multichannel speaker

configuration.

Vector-base amplitude panning is a prerequisitesfitr-band mixing, so it is incorporated
in the application by necessity. For purposes stirig and comparison, the wave field

synthesis engine can be bypassed and the origgmall £an be processed using VBAP.

channel 3

Q active triangle
. ” £ Y \\\
virtual  ,* K
source . N XN channel 2
’ -7 II Il \\
/7,
’

channel 1

Figure 7.2: Vector base amplitude panning. (Pullg®7)
7.5.2 Sub-Band Mixing/High-Frequency Amplitude Panning
The signal content is split into high- and low-fueqcy paths at the spatial aliasing
frequency. A matrix of coefficients is maintain@dapping each source to each
loudspeaker. The coefficients store the solutiothefpanning algorithm. The VBAP

solution results in equal-power panning. If a seuscpositioned between neighboring
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speakers A and B, the gain factor will %e for both loudspeakers A and B, and O for the

rest of the speakers. The high-frequency contemiLiiplied by these mixing
coefficients and summed with the WFS result at eathut channel. The WFES delay
normalization makes the delay time zero in thedtioa of the source, which will always
match the loudspeaker placement of the high frecyjueantent. This means it is not
necessary to delay the VBAP solution. The low- higgh-frequency content will be

coincident.

WES

o] rendering
>

algorithm

*
x

HP Linkwitz-Riley 4" order distance Panning algorithm

Figure 7.3: Sub-band mixing model. (Lopez 2005)
7.5.3 Virtual Room Acoustics/Image Source Model
WEFS Designer supports room acoustics simulatioiveléfrom the image source model.
The room acoustics model should be sophisticatedginto take source and listener
position into account as well as the virtual rocangmeters. For the purpose of creating
the room responses, each loudspeaker is considdigténer. Note that for accurate
wave field synthesis application of room modelitigs system must be aware of the
actual listener location. It is correct to considach WFS loudspeaker position as the
listener position in computing the room responsk the important difference is that the

WEFS loudspeaker is a “directional” listener — ahdwdd only hear waves traveling
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toward the actual listener in the WFS listeningmodVaves traveling in a direction from
the listener to the array should not be emittedtudi room acoustics for WFS has

successfully been implemented by Brix et al. (2010)

Loudspeakers must be selected for image sourchesintin the same way as they are
selected for primary sources — based on the saudtesction of propagation relative to
the normal of the array. In Figure 7.4, the sitatis simplified to one reflection for
illustration. the primary source wave (red) is eadtfrom the loudspeakers shown in red.
Likewise, the source’s reflected wave from thewal (green) is emitted only from the
loudspeakers shown in green. The loudspeakersatedi in orange emit both the red
and green wave. No sound is emitted from the loealsgrs shown in black. Reflections

from other walls are omitted for clarity.

Figure 7.4: Synthesizing room acoustics with waeld synthesis.
7.5.4 3-Dimensional Virtual Environment
WEFS Designer allows the user to place sphericaicesun a three-dimensional space.
This requires a loudspeaker array with a 2-dimeradioomponent. The built-in Qt

classes QGraphicsScene, QGraphicsView, and QGdfdnt are designed to handle 2-
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dimensional position, transforms, and display, anus$t be extended to take on a z-
position. This is handled in an ad-hoc manner so &sast disturb the functioning of
base class methods like pos() for which Qt expeceturn value of a 2D QPoint. The
Scene Layout view can be toggled between a 2D gigava 3D view. The 3D view is

rendered using the OpenGL graphics library.

7.5.5 Loudspeaker Positioning

WEFS Designer features an array configuration copioel that allows the software
representation of the array to easily be manipdladenatch the physical array setup by
specifying listener distance, loudspeaker spa@nd,array height. The control panel,
shown in Figure 7.5, allows configuration of sixfeient arrangements: line, circle,
double line, double circle, box, and U-shape. Toehde line and double circle options

correspond to multiple line array configurations.
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Figure 7.5: WFS Designer's 3D scene layout andaoanfiguration tool.
WEFS Designer allows some flexibility in the arraynfiguration, but the synthesis
parameters (spatial aliasing frequency, amplitaa#of, array tapering) are determined
when the array is initialized (at application st@rand when the user clicks the Apply
Configuration button). This allows the user to twéaudspeaker positions in the GUI to

match bent array configurations and other unigyeuts. WFS Designer will calculate

the appropriate delay times and source relativesgfair each loudspeaker. However, the

global array parameters are not updated and arguaoanteed to maintain a valid result.

For example, array tapering gains are staticakygagd to the first and last range of

loudspeakers in a linear array. If the user mokeditst loudspeaker from its original
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position to a position in the center of the ariawill still have a tapering attenuation
applied as if it were on the end of the array. Thasy be addressed in future versions of

the program.

Flexibility in loudspeaker placement removes thestrint of line or circle arrays.
Circle arrays are optimal for a listener at theteenf the array, but line arrays are not
optimal for listeners centered in front of the grfd/ith a line array placed in front of the
listener, the apparent azimuth angle between adlj@apeakers is wider at the center of
the array than at the edges. To avoid artifacts fspatial aliasing, the wave field
synthesis signal must be low passed at a frequeneysely proportional to the largest
distance between any two adjacent speakers irrtag. &lowever, the crossover

frequency can be overridden for arbitrary arrayficumations.

One situation where this is advantageous is ifitieearray configuration with a center-
biased listener position. Line arrays designedHeater usage must present a valid
spatial field for all occupants, from one sidelwd tistening room to the other. In this
situation an equally spaced line array is approgridowever, for a listening situation
that tends to situate the listener toward the ceoftthe room, a line array of speakers on
the front wall might be spaced such that the apyanegle between adjacent speakers
remains constant. This means the speakers neeetiber should be spaced closer
together, and the advantage comes from the facthtaapatial aliasing cutoff can be

raised.

It must be reiterated that this freedom allowsuber to very easily arrive at problematic

and invalid array configurations, as described agter 2.
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Figure 7.6: WFS Designer manipulating two virtuabsces.
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Figure 7.7: WFS Designer audio output configuratgmmeen displaying available host APIs.
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Chapter 8. Proposed Enhancement to WFS: Multiple
Linear Arrays

As highlighted in section 3.1, one of the princifpaitations of wave field synthesis is
the restriction of virtual sources to the horizépiane. It remains impractical to perform
wave field synthesis using planar loudspeaker amay only due to the sheer number of
loudspeakers involved, but also due to the disaetput channel and amplification
requirements. To escape limitation to the horizigpitene without a geometric increase in
the number of required loudspeakers, | proposenfigroration of vertically stacked

linear arrays to expand spatialization to the heilifmension. It is proposed that this can
be achieved without distortion or compromise tolibtening area. It extends existing
approximations without introducing new errors ithie synthesized wave field, and

without introducing unacceptable limitations.

When wave field synthesis is performed with a hamtal line array, the listener receives
a physically valid wavefront in the horizontal diten. But the listener is not presented
with a physically accurate wavefront in the vettidiaection. This is a well-known and
accepted limitation of wave field synthesis. Theverfield is only valid on the

horizontal plane that contains the entire loudspeakray This is an acceptable
approximation because the listener, while free twemabout the listening area, can be
expected to remain in a fairly constant verticagipon. By the same token, | propose that
spatialization for vertical sources can be perfatwéihout setting off any “perceptual

alarms.”
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In the proposed model, a loudspeaker line arraytipned at the ear level is duplicated at
the floor, at the ceiling, or at both the floor aredling. The virtual source space can be
imagined in spherical polar coordinates, with feeesher at the origin. Virtual sources are
“steered” with wave field synthesis in the horizar(azimuth) axis and in depth, and
with vector base amplitude panning in the vert(esvation) axis. The proposal can best
be understood by example: if a virtual source sitpmed between a line array and
another identical line array duplicated 6 feet abibyva single horizontal WFS solution is
calculated and emitted at equal gain from bothatag) bottom line arrays. If the virtual
source moves closer to the top array, the WFSisalig attenuated in the bottom array
and intensified in the top array, just as the pbmainsource in conventional stereo
amplitude panning. Therefore, the virtual sour@seda on the description of its synthesis

method, is now both a phantom source and a visiiatce.

Start (1997) investigated the effects of vertialidtions in listener position in the
context of direct sound enhancement with wave fgiathesis. The consequences of
vertical displacement are relevant to direct soemitancement in concert applications

because the audience cannot be expected to ocaipgle vertical position.
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Figure 8.1: Apparent source position for listenatslifferent heights. (Start 1997)

As shown in Figure 8.1, the apparent source posifiaifferent for two listeners R and

R' at unequal heights. Diagram (a) shows a top-daein, and diagram (b) shows a side-

view. For receiver R, who is positioned at the séwight as the array L, the apparent

source is positioned correctly with respect to aghrand elevation. For receiver R' at a

lower position, the apparent source is rotatedraddbe array L, yielding an elevation of

the source and a small azimuthal deviatipn(Start 1997) The important insight is that

the virtual source is always positioned in the cign of the array from the listener’s

perspective.
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Figure 8.2: The “phantom virtual source.”
In multiple linear WFS, this property is employesislhown in Figure 8.2. Line array A
creates a virtual source at positi&pand line array B produces a virtual sourc&,ag,
and$, perceptually merge at phantom source posfpin this scenario, there are two
simultaneous WFS planes, one defined by the plantaming line array A and listener
L, the other defined by the plane containing lim@gaB and the listener. By virtue of the
WEFS performed in the loudspeaker array plangss 8ndowed with a stable distance
characteristic not observed in traditional phansmuarces. | have characterizédas a
“phantom virtual source” because it inherits praijgsrfrom both the phantom source and
virtual source. The effective virtual source regismow the entire pyramidal volume

extending from the listener through the cornerarcdys A and B.

The listener will receive the sum of the WFS resulplane AL and plane BL. If array A
and B are driven with the same WFS solution, timneorder to receive a coherent

synthesized wave field, the listener must be amledjgtance from array A and B.
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Figure 8.3: Example of a multiple line array WFSidispeaker configuration.

Recall that 2.5D wave field synthesis suffers framamplitude decay error arising from
the reduction of the 2D Rayleigh integral plan@atme. This must be corrected by
choosing a reference distance in front of the aatayhich synthesized sources will
match natural output levels, as explained in se@i@. In a multiple-line-array WFS
configuration as shown in Figure 8.3, the referetiseance for array A coincides with
the reference distance for array B at line L. Therasult is that there is no additional
penalty restricting listener movement. If the Irste strays from the reference line L, he

will perceive the same amplitude error as he waula single-array configuration.
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The perceptual validity of performing WFS in theikontal axis and amplitude panning

in the vertical axis is explored in the experiméoteapter (Chapter 9).
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Chapter 9. Experiments

9.1 Listening Tests

A listening test was devised to evaluate the pevagpalidity of the phantom virtual
source. The listening test was performed in thei-serachoic recording loft in the

Maurice Gusman Concert Hall on the University oMi campus.

A loudspeaker array was configured in two 20-lowddqer rows at a height of 82 and
216 cm. The bottom row was positioned 290 cm away fthe listener location. The top
row was offset a further 33 cm away due to constsanf the support apparatus. A
curtain was placed between the listener and thdsloeaker array to reduce the
“ventriloquist effect,” the tendency for visible jebts to influence sound source
localization. The curtain also provided a surfameliteners to shine a laser pointer at,

indicating the perceived direction of a sound seurc

- -

Figure 9.1: Setup of the listening test environment
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Thirteen subjects participated in the test. Subjeare given a brief introduction to the
experiment and asked to indicate the perceivedtitre of test tones by shining a laser
on the curtain, and rate the locatedness and destafintest tones on a scale of 1 to 7. The

position of the laser on the curtain was photogeapior each test tone.

Some listeners were asked to take the test frontipteulistening positions. There were 7
tests taken from the left listening position, Snfirthe center, and 5 from the right. In

total, 170 test tone evaluations took place inest tuns among 13 listeners.

Listeners were presented with 10 test tones reddesepherical sources in the WFS
Designer software environment. The test tone ctatisf six 0.5 second pulses of white
noise separated by 0.5 seconds of silence. The m@s band-limited to the spatial
aliasing frequency of 2.7 kHz. Listeners were dbleepeat each test tone upon request.
Each of the 10 test tones varied in its virtualreeyosition. The virtual sources were
positioned as indicated in Figure 9.5. These 1@&ipos were chosen so that 1) the stable
source positioning characteristic of traditionave&dield synthesis could be validated,
and 2) phantom virtual sources could be evaluatddgendently of virtual sources for
analysis and comparison. Test tones 3, 4, 5, ard placed on the extreme upper or
lower edge of the valid virtual source space sottiey activate only the top or bottom
row of loudspeakers. This makes these souricsal sourcesas produced by traditional
WEFS. Testtones 1, 2, 6, 7, 8, and 10 are posiisoenewhere between top and bottom

so that they are reproduced by both rows, and fyuasiphantom virtual sources
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Figure 9.3: Unconcealed loudspeaker array seen fleftn center, and right listening positions.
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Listening Test Control Panel

Welcome to the Listening Test control panel. Use the test tone buttons below to start a test tone. The test tone
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Figure 9.4: Listening test control panel in WFS Qesr.
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Figure 9.5: Test tone virtual source locations.

9.2 Confirmation of Stable Distant Sources

The validity of stable distant virtual sources @digtated by comparing the localization
pattern for distant virtual sources at differergtances. Correct representation of source
cues by wave field synthesis will result in locatibn vectors that converge at the

appropriate distance; closer for nearby virtuakses, further for distant sources.

This is informally confirmed in the test result@aking two example test tones, 5 and 10,
we expect to see the localization pattern indicatdelgure 9.6. While there appears to
be significant localization error, notice that theerage horizontal position of listener

responses closely matches the reference souragidirevalidating the stable source cue.
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9.3 Localization Error

The reported source positions of all 170 listerinas are superimposed in Figure 9.8.
The reference position is subtracted so that dréyldcalization error remains. The data
points are separated into two groups; blue dagiresent trials for virtual sources,

while red crosses represent trials for phantonuairsources.

The overall vertical localization error was sigo#ntly higher than the horizontal
localization error, with a sample standard deviatb6.5 degrees. The horizontal error
exhibited a standard deviation of 3.3 degrees. iBhignsistent with the established tenet

that humans are better at horizontal localization.

It is apparent from Figure 9.8 that the resultsidfial sources are not significantly
different from results for phantom virtual sourc&kis discussion is followed by analysis

of variance tests to confirm the equivalence dbeletween the two groups.
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Figure 9.8: Localization error for all trials grougd by source type.

9.3.1 ANOVA of Localization Error in Virtual vs. Phantoviirtual Sources

Single factor analysis of variance can be useddbwhether two groups of data

represent truly different probability distributiornEhe test data were grouped into two

batches: localization error of all trials with atual source, and localization error of all

trials with a phantom virtual source. ANOVA was foemed on these two groups, shown

in Table 9.1 for the horizontal error and Table f@2the vertical error.

73



SUMMARY

Groups Count Sum Average Error  Variance

Virtual Sources 68 78.70 1.16 10.98

Phantom Virtual Sources 102 144.00 1.41 11.55

ANOVA

Source of Variation SS df MS F P-value F crit
Between Groups 2.64 1 2.64 0.23 0.63 3.90
Within Groups 1902.07 168 11.32

Total 1904.71 169

Table 9.1: ANOVA of horizontal localization errar Virtual vs. phantom virtual sources
The F value for horizontal localization error islineelow Fi;, so we accept the null
hypothesis; namely, the horizontal localizatioroers not significantly different for

phantom virtual sources.

SUMMARY

Groups Count Sum Average Error Variance

Virtual Sources 68 26.64 0.39 44.64

Phantom Virtual Sources 102 -88.18 -0.86 41.16

ANOVA

Source of Variation SS df MS F P-value F crit
Between Groups 64.39 1 64.39 1.51 0.22 3.90
Within Groups 7148.20 168 42.55

Total 7212.59 169

Table 9.2: ANOVA of vertical localization error virtual vs. phantom virtual sources
Again, the F value is below; for vertical localization error. We conclude thiagre is
no difference in vertical localization error betweartual sources and phantom virtual

sources based on the data collected.

9.4 Locatedness and Distance

The locatedness and distance survey did not yedid vesults. It is likely that the

dominant loudness cue confounded distance perce@mme test tones were noticeably
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louder than others depending on the listening ositind this was not measured or
corrected. Test tones 4, 7, and 10 were ratedfsignily more distant than other sources,
when in fact they were the nearest virtual soufassndicated in Figure 9.5), most likely
because of attenuation due to being positionedgalom far right edge of the array. This
invalid result corroborates Wittek’s report thadaurce distance cue is not perceived

through the curvature of the wavefront alone (VKi2607).
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Figure 9.9: Distance and locatedness survey bogplbite median rating for each test tone is indiddtg the red line.
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Chapter 10Conclusion and Future Work

The objectives of this thesis were to build a lovetc modular, and rapidly configurable
loudspeaker array, create an open-source, crodespiavave field synthesis software
environment, and enhance wave field synthesis pgmesion to the height dimension. In
all three respects, the project was successfulnidaular loudspeaker array will remain
at the University of Miami to support future resgarWork will continue on WFS
Designer and it will be made available for publaxnahload. Finally, the proposed

enhancement to WFS was experimentally validated.

10.1 Validity of Multiple Line Array Wave Field Synthesi

The validity of the proposed method, wave fieldtegsis in three dimensions by

multiple line arrays, was confirmed by the listaptest. Listeners did not exhibit greater
localization error for virtual sources positionestween the upper and lower loudspeaker
arrays. Further experiments are necessary to detetime largest acceptable vertical

spacing between line arrays.

10.2Future Listening Test Improvements

A crucial objective in further listening tests ssreduce overall localization error in order
to produce clearer results. It is apparent thatable of visual association target disturbs
the localization process. This could be improvddiéners were given a short training
session to get past the initial confusion involweth blind localization. The error may
also have been due to the unfamiliar signal contetairt’s original WES experiments
showed that subjects localized speech content ammerately than noise and musical

content (Start 1997). The room acoustics of theelegironment may have contributed
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adversely; although the “semi-anechoic” testingmas acoustically treated, it is
unknown how effective the treatment is or how mpares to a true anechoic chamber.
The room’s small size could have contributed torethe loudspeaker array had close
walls at the top and sides. The loudspeaker supppdratus was also less than ideal.
The music stands used to suspend the bottom réoud$peakers could have introduced
amplitude or diffraction errors. Future listenimgts should also be done with the curtain

positioned close in front of the array to boostéffective curtain area.

10.3 Future Research

Work on WFS Designer is ongoing, and outside cbuatidns to the project are
welcomed and encouraged. WFS Designer could badadeto support a performance

playback system with dynamic virtual source motpaiths.

There are many opportunities for future researghiegttions. These include acoustic
beam steering, active listening room compensatmontéel, Nicol 2003; Spors et al.
2003; Fuster et al. 2005; Corteel 2006), actives@aontrol (Kuntz, Rabenstein 1999),
room acoustic simulation, direct sound reinforcen{8tart 1997), ambisonics, and other
spatial audio reproduction techniques. In receary, listening room compensation has
been one of the most active areas of wave fielthggns. Our array is well-suited to
investigation of listening room compensation antivamoise control because of its
modularity and ability to cover a large perimetéth@ sound field. The array could be
augmented with an array of microphones to enalaletimme sound field control. Finally,
the array supports creative electronic music parérce applications and interactive

sound installations, as described by Baalman (2004)
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